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Abstract	
Small	target	detection	 from	the	perspective	of	unmanned	aerial	vehicles	(UAVs)	 faces	
the	challenges	of	low	accuracy,	high	missed	detection	rate,	and	high	false	detection	rate.	
To	address	these	issues,	this	paper	proposes	an	improved	small	target	detection	model	
based	on	YOLOv8,	named	FAS‐YOLO	(Feature	Attention	Small	Object	Detection‐YOLO).	
Firstly,	 the	 model	 replaces	 the	 traditional	 pooling	 operation	 by	 introducing	 the	
FPSharedConv	module,	which	can	effectively	extract	fine‐grained	features	and	retain	the	
detailed	information	of	small	targets.	Secondly,	based	on	the	improvement	of	PAFPN,	the	
smallObjectEnhancePyramid	feature	pyramid	structure	is	proposed:	without	adding	the	
P2	detection	layer,	through	the	fusion	of	the	SPDConv	convolution	of	the	P2	feature	layer	
and	CSP‐OmniKernel,	 the	 feature	 representation	ability	of	 small	 targets	 is	effectively	
enhanced.	 In	 addition,	 the	 AFGCAttention	 mechanism	 is	 introduced	 after	 the	
FPSharedConv	to	further	improve	the	model's	attention	to	key	small	targets.	Finally,	the	
loss	function	is	improved	based	on	WIoUv3,	and	the	detection	and	positioning	accuracy	
is	improved	by	using	a	more	reasonable	aspect	ratio	measurement.	The	experimental	
results	show	that	the	precision,	recall,	mAP50,	and	mAP50‐95	of	the	improved	model	on	
the	VisDrone2019	dataset	are	 increased	by	9.6%,	8.6%,	10.9%,	and	7%,	respectively.	
FAS‐YOLO	significantly	improves	the	performance	of	small	target	detection	and	provides	
a	new	solution	for	efficient	target	detection	in	UAV	scenarios.	
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1. INTRODUCTION	

In recent years, with the rapid development of unmanned aerial vehicle (UAV) technology, 
the functions of UAVs have become increasingly diverse, and their roles in various tasks have 
grown significantly. Applications based on UAV technology have also become more widespread. 
In the face of complex urban and natural environments, the flexible and lightweight UAVs have 
huge advantages that traditional visual devices cannot match. [1] However, objects in the field 
of view of UAVs often have problems such as small size, indistinct features, severe occlusion or 
overlap, which lead to a series of issues in the detection of small targets by UAVs, such as missed 
detections, false detections, and low accuracy. [2] Therefore, developing small target detection 
models suitable for UAVs is of great significance. 

In recent years, with the rapid development of deep learning, target detection technology 
based on deep learning has been increasingly widely applied. Currently, deep learning-based 
target detection models are mainly divided into one-stage models and two-stage models 
according to the process. Two-stage target detection models first provide several preselected 
regions and then select the best prediction regions based on these regions. The detection 
accuracy of two-stage models is higher than that of one-stage models at the same period, but 
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due to the large computational load of two-stage models, they generally have problems of slow 
inference speed and low frame rate. For the use of target detection models on UAVs with limited 
computing power, two-stage target detection models are not a good choice. One-stage target 
detection models do not need to generate candidate regions and have obvious advantages in 
inference speed and frame rate while ensuring accuracy, making them a good choice for target 
detection tasks on UAVs. 

One-stage target detection models also have continued to develop, giving rise to a series of 
representative models, such as RetinaNet [3], SSD (Single Shot Multibox Detector) [4] series, 
and YOLO (You Only Look Once) [5-7] series. Among them, the YOLO model has been iteratively 
improved and gradually developed into a widely used target detection model. Especially 
YOLOv5 and YOLOv8, with their complete network structure and strong generalization ability, 
are widely applied in target detection tasks and have become the basis for many improved 
models. 

For example, Shen Xueli et al. [8] proposed an improved UAV aerial photography target 
detection model SFE-YOLO (Shallow Feature Enhancement-YOLO), which has better 
generalization ability while improving performance. Pan Wei et al. [9] proposed a model for 
small target detection based on YOLOv8 by integrating multiple attention mechanisms. 
Although the performance was improved, the number of parameters and the size of the model 
increased significantly. Liang Xiuman et al. [10] improved the neck network of YOLOv8 by 
adding shallow detection layers and removing large target detection layers, achieving dual 
optimization of parameter reduction and performance improvement. 

In the field of small target detection, many studies have made progress. For instance, Lei 
Bangjun et al. [11] proposed the Improved-v8s small target detection algorithm, which 
enhanced the perception and capture ability of small targets by improving the detection layer 
and strengthening the fusion of shallow and deep information. They also designed the 
F_C2f_EMA and SM_SPPCSPC modules to enhance the feature extraction ability of small targets. 
Wang et al. [12] proposed UAV-YOLOv8, introducing the BiFormer attention mechanism to 
optimize the backbone network, designing a lightweight feature processing module FFNB, and 
combining PAFPN to propose two new detection scales. Li et al. [14] addressed the issue of false 
detection and missed detection of small targets in aerial images by improving the neck network 
of YOLOv8 with Bi-FPN [13] and introducing the GhostBlockV2 structure based on GhostConv 
in the backbone network to reduce information loss during transmission and significantly 
reduce the model's parameter count. 

Although the above-mentioned methods have made multi-faceted optimizations for the 
target detection scenario from the perspective of unmanned aerial vehicles (UAVs), and have 
improved the performance of small target detection to a certain extent, they still face the 
following problems: insufficient detection accuracy, slow inference speed, high rates of missed 
and false detections in complex scenes, large model parameter count, and difficulty in balancing 
performance and resource consumption. These issues indicate that there is still room for 
further optimization in small target detection for UAV aerial photography scenarios. 

In view of the above problems, the YOLOv8 model is improved from the following aspects. 
1) Introduce the FPSharedConv module to replace the traditional pooling operation, and 

retain more fine-grained feature information of small targets. 
2) The SmallObjectEnhancePyramid feature pyramid structure is proposed, and the small 

object detection capability is enhanced without increasing the P2 detection layer through the 
fusion of SPDConv and CSP-OmniKernel modules. 

3) The AFGCAttention attention mechanism is introduced after feature extraction to 
adaptively focus on small targets and improve the accuracy and stability of detection. 
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4) WIoUv3 is used to improve the loss function, and improve the positioning accuracy and 
the adaptability of the model to complex backgrounds through a more reasonable aspect ratio 
measurement method. 

Experimental results show that the improved model significantly improves the performance 
when the model size and parameter quantity are reduced. Among them, mAP50 and mAP50-95 
are increased by 10.9 and 7 percentage points, respectively, and can be effectively applied to 
UAV small target detection tasks. 

2. YOLOV8	MODEL	
The YOLOv8 model is divided into five versions: YOLOv8n, YOLOv8s, YOLOv8m, YOLOv8l, 

and YOLOv8x according to the different network width and depth, and the complexity of the 
model increases sequentially. Considering the limitation of the computing power of UAV 
equipment, the lightest YOLOv8n was selected for improvement. 

In terms of architectural design, the backbone network of YOLOv8 is based on the CSP-
Darknet-53[15] architecture, and the C3 module is replaced by the C2f module to enhance the 
gradient flow and improve the detection accuracy. The neck network also replaces the C3 
module with the C2f module to refine the feature fusion and further optimize the object 
detection effect. Feature fusion adopts a PAN + FPN structure, which upsamples the smallest 
feature map generated by the backbone network, gradually scales it to P3 size after fusion with 
shallow features, and then downsamples it to P5 size. Feature maps for sizes P3 to P5 are 
entered into the inspection head. 

YOLOv8's detection head is a Decoupled Head[16] and uses three branch outputs, each 
containing two parts, which are responsible for regression and classification tasks. The loss 
function adopts CIoU (Complete IoU), and adds the calculation of overlap area, center point 
distance and aspect ratio on the basis of IoU [17], which provides a more comprehensive 
optimization mechanism than GIoU (Generalized IoU). 

Through the above design, YOLOv8 can improve the adaptability to object detection tasks 
while ensuring the performance of the model, especially in the lightweight model.  

3. FAS_YOLO	MODEL	

Figure 1 shows the network structure of FAS-YOLO. Firstly, in order to solve the problems of 
feature loss, insufficient receptive field and excessive computational burden in small target 
detection, the FPSConv module is constructed to replace the SPPF layer, and the accuracy of 
small target detection is not only improved through multi-scale feature extraction, detail 
preservation and efficient shared convolutional kernel design, but also takes into account the 
real-time performance and detection effect of small target detection without significantly 
increasing the amount of computation. In contrast, the pooling operation of SPPF may lose some 
detailed information. Then, After feature extraction, the AFGCAttens attention mechanism [18] 
was introduced to adaptively focus on small targets and improve the accuracy and stability of 
detection. Then, the OmniKernel module [19] was inserted into the neck, and the CSP idea was 
introduced to improve the problem of excessive computation, and finally solve the problems of 
single feature fusion, low efficiency and high computation of the original PAFPN [20]. Finally, 
based on WIoUv3 [21], the loss function is improved to improve the positioning accuracy and 
the adaptability of the model to complex backgrounds through a more reasonable aspect ratio 
measurement method. 
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3.1. Convolution	

 

Figure	1.	FAS_YOLO network structure diagram 
 

3.1.1 Shared convolution 
Shared Convolutional Network (CSN) is a strategy applied in object detection algorithms to 

improve the efficiency and accuracy of the model by sharing the weight parameters of the same 
convolutional neural network (CNN) between different steps or components. In traditional 
object detection algorithms, two independent convolutional neural networks are often used: 
one to generate candidate regions (e.g., RPNs) and the other to classify and regress candidate 
regions (e.g., Fast R-CNNs). This design not only increases the complexity of the algorithm, but 
also wastes computing resources. In order to optimize this problem, the idea of shared 
convolutional networks came into being. By sharing the weight parameters of the convolutional 
network among multiple components, redundant computing and memory consumption can be 
effectively reduced, while improving the speed and accuracy of object detection. 

3.1.2 Dilated convolution 
Dilated convolution was originally proposed to solve problems in image segmentation. 

Common image segmentation algorithms usually increase the receptive field through pooling 
layers and convolutional layers, but in the process, the size of the feature map is reduced, and 
then the size of the original image is restored by upsampling. However, the process of shrinking 
and enlarging the feature map will lead to a certain loss of accuracy. Therefore, dilated 
convolutions have emerged to increase the receptive field without changing the size of the 
feature map, thus replacing the traditional downsampling and upsampling operations. 

Unlike normal convolution, dilated convolution introduces a hyperparameter called the 
dilation rate, which defines the spacing of the values of the convolution kernel when processing 
the data. For example, when the size of the convolutional kernel is 3×3, the size of the receptive 
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field can be effectively controlled by adjusting the expansion rate, so that features at different 
scales can be extracted more flexibly. 

In recent years, dilated convolution has been widely used in object detection and other vision 
tasks. Huang et al. [22] designed a residual roll integration module based on the combination 
of expansion rates, which used different receptive fields to obtain target features, and improved 
the target detection performance in complex scenes through feature adaptive fusion. Vishnu 
Chalavadi et al. [23] proposed a new network, mSODANet, which uses hierarchical dilated 
convolution for multi-scale object detection in aerial images. Through parallel expansion 
convolution, the context information of different types of objects at multiple scales and fields of 
view can be learned to improve the detection ability. Zhen et al. [24] proposed an improved 
YOLOv4 method in 2023 to introduce an expanded coordinate attention module that combines 
an expanded convolutional neural network with coordinate attention to improve the accuracy 
of object detection. At the same time, a multi-scale training strategy is adopted to enhance the 
detection performance. Zhang et al. [25] proposed a novel conditional generative adversarial 
network based on extended convolution for infrared small target detection. By designing the 
generative network, the extended convolution is used to make full use of the context 
information, retain the semantic information of the infrared small target, enhance the target 
features, and improve the detection performance. 

3.1.3 AFGCA channel attention mechanism 
The channel attention mechanism [26] is a common attention mechanism in deep learning, 

which is widely used in computer vision tasks, and its core idea is to dynamically adjust the 
weight of each channel according to the importance of each channel in the input feature map, 
so that the network can pay more attention to the important features and suppress the 
unimportant features. As shown in Figure 2, firstly, the feature map of each channel is 
aggregated by global average pooling or global maximum pooling to obtain the global 
information representation of each channel, and then a small neural network (such as a fully 
connected layer) is used to process the global information representation of each channel to 
generate the weight of each channel. Finally, according to the calculated channel weights, each 
channel of the original feature map is weighted, and then the contribution of each channel to 
the subsequent processing is adjusted. In this paper, a new adaptive fine-grained channel 
attention mechanism is used, as shown in Figure 3. 
 

  
Figure	2. Channel attention structure 

 

Firstly, the input feature map is pooled globally to obtain a channel-level global feature 
description U with a shape of C×1×1, and then U is divided into two groups: UGC and Ulc, in 
which UGC is used for global channel features to extract channel information in the global range, 
and Ulc is used for local channel features, focusing on capturing local frequency information 
and constructing matrices respectively. Then, the correlation between channels is generated by 
matrix transformation, the learnable factor θ controls the importance of UGC and Ulc, and the 
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final channel weight W is generated by the Sigmoid function. Finally, the input feature map F is 
weighted according to the channel weight W, and the output feature F* is generated. The 
structure of this paper can make the model pay more attention to the characteristics of small 
and medium-sized targets, and make the model more suitable for small targets, complex 
backgrounds, or tasks that require high precision. 

 

 
Figure	3.	AFGCA Attention Mechanism 

 

Compared with traditional channel attention mechanisms such as SE [27], AFGCA captures 
multi-scale features through frequency grouping (global and local), which can better deal with 
small targets and complex backgrounds. SE, on the other hand, only relies on global pooling and 
ignores local information. Secondly, AFGCA explicitly models the correlation between channels, 
and introduces learnable factors to dynamically adjust the global and local feature weights, 
which has stronger adaptability and fine-grained control ability, while the weighting of the SE 
module is fixed and coarse. In addition, AFGCA has stronger generalization capabilities for 
complex scenes, and although the computational overhead is slightly higher, it has outstanding 
performance in improving detail extraction and robustness, making it more suitable for high-
performance tasks such as small object detection and medical imaging. 

3.1.4 FeaturePyramidSharedConv module 
The FeaturePyramidSharedConv module realizes multi-scale feature extraction and detail 

information retention through the convolution operation of shared convolution kernels and 
different dilations, and through three shared convolution kernels with expansion rates of 1, 3, 
and 5, respectively. Extended convolution captures global information by increasing the 
receptive field, because of the parameter learning ability of the convolution operation, it avoids 
the loss of details caused by the traditional pooling operation, so as to retain the detail 
characteristics of small targets. In order to prevent the number of parameters from being too 
large, the use of shared convolutional kernel reduces the number of parameters and 
computational complexity, and improves the computational efficiency. In addition, the module 
can balance the extraction of local and global information, which enhances the detection ability 
of small targets. The specific structure is shown in Figure 4. 
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Figure	4.	FPSharedConv module 

3.2. Small	object	detection	based	on	multi‐scale	convolution	and	CSP	structure	

On the one hand, because the scale of the corresponding feature map is larger, the receptive 
field is too large and the detail information is lost more for the small target, and on the other 
hand, because the P3P4P5 layer is a more representative high-level feature obtained by feature 
fusion, the low-level features of the small target (such as edge, texture, etc.) are not fully 
expressed in the high-level features. The traditional approach is to add a P2 detection layer, 
which can effectively improve the network's perception ability of small targets by improving 
the features of higher resolution and smaller receptive fields. Chun-Lin Ji et al. [28] added an 
additional detection layer for small target detection on the basis of YOLOv5 to generate a larger-
scale feature map to capture the detailed features of small targets. In addition, the C3CrossConv 
module and the global attention mechanism are integrated to improve the detection 
performance of the model. However, it also brings some problems, such as the amount of 
computation in the network after adding P2 is too large, and the post-processing is more time-
consuming. Therefore, based on the improvement of the original PAFPN, the SOEP module is 
designed, compared with the traditional addition of P2 detection layer, we use the P2 feature 
layer to obtain features rich in small target information through SPDConv, and then give P3 for 
fusion, and then use CSP idea and Omnikernel to improve to obtain CSP-Omnikernel feature 
integration. The Omnikernel module consists of three branches: global branch, large branch, 
and local branch, in order to effectively learn the feature representation from global to local. 
The result is an increase in the detection performance of small targets without the problem of 
excessive computation. The internal structure diagram of Omnikernel and the structure 
diagram of CSP-Omnikernel are shown in Figure 5 and Figure 6. 

 

 
Figure	5.	Omnikernel structure 
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Figure	6.	CSP-Omnikernel structure 

3.3. Improved	loss	function	

The bounding box regression loss occupies a key position in the overall loss function of the 
YOLOv8 model, and its reasonable and fine design has a significant effect on improving the 
overall performance of the model. In recent years, the research work has generally tended to 
presuppose that the quality of the training samples is high, and based on this, the focus is on 
optimizing the fitting performance of the bounding box loss function. CIoU [29]LossAs the 
detection box loss function in YOLOv8, CIoU Loss is designed by default to the high quality of 
the training data samples, and is committed to strengthening the fitting performance of the 
model to the bounding box loss function, but it does not fully consider the negative impact of 
low-quality training data on the model performance. To solve this problem, this chapter 
introduces Wise-Inner-MPDIoU instead of CIoU Loss based on WIoU[30] Loss. Compared with 
CIoU Loss, WIoU Loss not only weakens the adaptability of high-quality bounding boxes, but 
also effectively inhibits the gradient influence caused by low-quality data, so that the model can 
focus more on processing the anchor boxes of ordinary quality, and comprehensively improve 
the overall performance of the model. However, WIoU only considers the distance from the 
center point of the bounding box, ignoring the important contribution of other critical areas of 
the box, such as edges, midpoints, and vertices, to the positioning accuracy. Therefore, Wise-
Inner-MPDIoU is introduced, and the loss function improves the detection performance 
through fine-grained alignment and dynamic adjustment in complex backgrounds, providing a 
new technical path for precise positioning. In object detection, the anchor frame is B=[xy wh], 
and the target box is Bgt=[xgt; ygt wgt hgt]. Figure 7 illustrates the geometric significance of 
each parameter in an actual IoU operation. 

 

 
Figure	7.	IoU operation 
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LIoU is used to measure the degree of overlap between the prediction box and the real box, 

as defined in Eq. (1) and Eq. (2). But IoU has a serious flaw that the backpropagation gradient 
disappears when there is no overlap between bounding boxes, which results in training not 
being able to update IoU in the absence of overlapping regions. Therefore, a large number of 
existing studies have taken into account the set geometry factors related to the bounding box, 
and constructed penalty terms to solve this problem. DIoU[31] (Distance-IoU) defines the 
penalty term as the normalized length of the centerpoint connection: 
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In order to further improve the accuracy of bounding box prediction, YOLOv8 introduces 
CIoU that incorporates the aspect ratio into the bounding box calculation, which improves the 
detection ability of bounding box regression. When the aspect ratio of the predicted bounding 
box is the same as that of the real bounding box, the aspect ratio penalty term of the CIoU loss 
function is always 0, and the convergence process fluctuates greatly. Based on the problem that 
the CIoU Loss gradient cannot be updated, WIoU Loss additionally solves the impact of 
abnormal samples (including strong samples and poor samples) on the model. Not only does it 
reduce the impact of low-quality samples, but it also reduces the possibility of overfitting with 
strong samples. WIoU is defined in Eq. (4) and Eq. (5). 
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Among them, α and δ are learning parameters, and β is an indicator to measure the deviation 
degree of the prediction frame, which is defined by Eq. (6). After WIoULoss is trained, it 
significantly amplifies the LIoU of the normal quality anchor frame, and focuses on the distance 
between the center points when the prediction box coincides with the target box. Although 
WIoU considers the position distance of the center point of the bounding box, it ignores other 
key areas such as edges and vertices, and the penalty of aspect ratio matching is not enough, 
which can not constrain the shape of the target box well, so the Wise-Inner-MPDIoU loss 
function is introduced, and the calculation formula is shown in Eq. (7). The second term is the 
multi-point distance loss, which improves the fine-grained alignment ability by calculating the 
matching distance at multiple key points (such as vertex, midpoint, and center point) of the 
bounding box, as shown in Eq. (8). Among them, Wi is a dynamic weight generated by the 
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embedded intelligence mechanism to emphasize the importance of key points, while D is 
usually calculated using Euclidean distance. 

 
𝐿ௐ௜௦௘ିெ௉஽ூ௢௎ ൌ 1 െ 𝐼𝑜𝑈 ൅ 𝜆ଵ ⋅ 𝐷௠௨௟௧௜ ൅ 𝜆ଶ ⋅ 𝑅                                       ሺ7ሻ 

 
In order to optimize the shape matching of the bounding box and improve the prediction 

accuracy, Wise-Inner-MPDIoU adds the aspect ratio loss term R, as shown in Eq. (9), and the 
more flexible aspect ratio measurement method effectively suppresses the problem of box 
morphology, especially in the small target scene, which significantly improves the positioning 
accuracy of the box. 

 

𝐷௠௨௟௧௜ ൌ ෍ 𝑤௜

௜

⋅ 𝑑 ቀ𝑃௜൫𝐵௚௧൯, 𝑃௜൫𝐵௣௥௘ௗ൯ቁ                                            ሺ8ሻ 

 

          𝑅 ൌ ቆ1 െ
min൫𝑤௚௧, 𝑤௣௥௘ௗ൯

max൫𝑤௚௧, 𝑤௣௥௘ௗ൯
ቇ

ଶ

൅ ቆ1 െ
min൫ℎ௚௧, ℎ௣௥௘ௗ൯

max൫ℎ௚௧, ℎ௣௥௘ௗ൯
ቇ

ଶ

                           ሺ9ሻ 

 

4. EXPERIMENTS	

4.1. Datasets	and	Metrics	

In order to evaluate the performance of the proposed model in the detection of small objects, 
the VisDrone2019 [31] dataset was selected as the experimental dataset, and detailed 
comparative experiments and ablation experiments were carried out. The dataset contains 10 
types of detection objects, namely people, pedestrians, bicycles, cars, vans, trucks, tricycles, 
awning tricycles, buses, and motorcycles. The default training set, validation set, and test set 
are 6471 images, 548 images, and 1610 images, respectively. The dataset is characterized by 
the majority of small targets and the imbalance of categories, which provides ideal testing 
conditions for small-scale object detection. The experimental platform is Ubuntu 20.04 focal, 
Python version is 3.10.14, CUDA version is 12.1, and YOLOv8s dependency library ultralytics 
version is 8.0.202. Table 1 lists the experimental environment and Table 2. 

 
Table	1.	Experimental Environment 

configuration name Specific information 

Hardware environment 

GPU RTX4090 

Video memory 24G 
memory 120G 

Software environment 

Operating system Ubuntu 

Python 3.10.14 

Pytorch 2.2.1 
CUDA 12.1 
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Table	2.	Experimental parameter settings 
Settings parameters settings parameters 

epochs 200 Irf 0.01 

imgsz 640 patience 20 
batch 8 Ir0 0.01 

workers 8 momentum 0.937 
 
The size of the input image is 640×640, and the training round is 200 rounds, and the training 

will be terminated early when the model performance cannot be prompted after more than 20 
rounds. The batch input amount of a single image is set to 8.The rest of the experimental 
parameters are the default settings of the system. Four evaluation indicators were used to 
measure the performance of the model: precision, recall, m AP50 and m AP50-95. 

1) Precision, which indicates the proportion of results that are actually correct in the 
prediction that is correct. 

2) Recall rate, which indicates that the actual result is correct, predicting the correct 
proportion. 

3) mAP50, which refers to the accuracy that the model can achieve when the prediction 
confidence level reaches 0.5. 

4) mAP50-95 refers to the average accuracy that the model can achieve when the prediction 
confidence is between 0.5 and 0.95. 

Where: confidence indicates the confidence level of the model in detecting the target, which 
is between 0 and 1. 

4.2. Comparative	experiments	on	attention	mechanisms	

In order to verify the effect of the AFGCN module added at the end of the backbone network 
on the performance of the model, FPSconv is compared with different attention mechanisms on 
the basis of the improved model, and the experimental results are shown in Table 3. Compared 
with other attention mechanisms, AFGCN, as a lightweight channel attention mechanism, 
improves the performance of the model the most when the number of parameters and 
computations of the model hardly increases.	

 
Table	3. Comparison of attention mechanisms with experimental results 

Model P/% R/% mAP0.5/% mAP0.5:0.95/% The number of 
parameters/106 

Computational 
volume/GFlops 

FSPConv 45.2 34.4 34.5 19.5 3.24 10.2 
+EMA 44.8 34.6 34.2 19.4 3.25 10.4 

+SE 45.0 34.5 34.1 19.3 3.24 10.2 
+SimAM 44.9 34.9 34.6 19.4 3.24 10.2 
+AFGCA 46.5 36.4 36.2 21.1 3.26 10.4 

4.3. Improve	the	loss	function	comparison	experiment	

The traditional loss function CIoU and SIoU have the same basic accuracy, and the latter has 
a slightly higher recall rate, which indicates that SIoU may be better at detecting targets, while 
CloU is more suitable for tasks requiring higher positioning accuracy, and WiseIoU's mAP50-
95 is higher, indicating that it performs better under stricter detection standards, but the 
precision and recall rate are slightly lower. The improved Inner-MPDIoU recall is close to the 
final result, but the precision is the lowest, and there may be missed detections2 or false 
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positives. By combining the advantages of Wise and Inner-MPDIoU and adjusting the ratio 
coefficient to the best effect, it can be seen that the accuracy is greatly improved while 
maintaining a high recall, and the mAP50-95 is significantly improved (0.201), indicating that 
it has stronger detection ability for multi-scale targets and achieves a more balanced 
performance improvement, as shown in Table 4. 

 
Table	4.	Experimental results are compared with different loss functions 

Loss function Precision Recall mAP50 mAP50-95 
CIoU 0.447 0.339 0.334 0.187 
SIoU 0.447 0.340 0.330 0.187 

WiseIoU 0.441 0.336 0.332 0.191 
Inner-MPDIoU 0.438 0.343 0.333 0.188 

Wise-Inner-
MPDIoU 0.459 0.351 0.342 0.201 

4.4. Ablation	experiments	to	improve	the	model	

In order to verify the effectiveness of each improved method, YOLOv8n was used as the 
benchmark model, and ablation experiments were carried out on each improved module on the 
benchmark model, FSConv, CSP-Omnikernel, AFGCN attention mechanism and replacement 
loss function were added as WiseIoU loss function, which were denoted as A, B, C, D in turn, and 
the obtained network was denoted as MA, MB, MC, MD, and the experimental results are shown 
in Table 5. 

 
Table	5. Improve model ablation experiments 

M A B C D The number of 
parameters/106/106 

Computational 
volume/GFlops P/%R/% mAP0.5/% 

YOLOv8n     3.01 8.1 44.7 33.9 33.4 
YOLOv8s     11.10 28.5 45.6 34.4 33.0 

MA √    3.24 10.2 45.2 34.4 34.5 
MB √√   3.45 11.8 46.3 36.2 36.0 
MC √√√  3.52 11.8 47.4 37.3 37.3 
MD √√√√ 3.52 11.8 48.2 37.9 38.2 

 
The first and second rows are the experimental results of the original YOLOv8n and YOLOv8s 

models that have not been improved, respectively. MA indicates that the accuracy, recall, and 
mAP50 of the original model are improved by 0.5, 0.5, and 1.1 percentage points, respectively, 
compared with the original model, but the multi-parameter characteristics brought by the 
convolution operation increase the model size and parameter quantity. MB indicates that the 
CSP-Omnikernel structure is introduced on the basis of MA, and the accuracy, recall and mAP50 
of the improved model MB are increased by 1.6, 2.3 and 2.6 percentage points compared with 
the original YOLOv8n after effective feature fusion. MC represents the model with the AFGCN 
attention mechanism, and it can be seen that the accuracy, recall, and mAP50 are improved by 
1.1, 1.1, and 1.3 percentage points respectively compared with the MC without increasing the 
number of parameters and the amount of calculation, which significantly improves the 
performance of the model. MD said that the model with all the improved schemes added, the 
improved model slightly increased the number of parameters on the basis of YOLOv8n, and the 
mAP increased by nearly 5%, compared with the deeper model YOLOv8s, the accuracy, recall 
and mAP50 were greatly improved by 2.6, 3.5 and 5.2 respectively when the number of 
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parameters was less than 30% and the amount of computation was only 41%. This series of 
optimization measures not only significantly improves the detection accuracy of the model, but 
also effectively reduces the complexity of the model, making the model more suitable for 
resource-constrained UAV target detection scenarios. 

4.5. FAS‐YOLO	Comparative	Experiment	

In order to verify the superiority of the improved YOLOv8n model, some representative 
YOLO models were selected for comparative experiments, and the network depth and width of 
the experimental models were unified. Specifically, the network depth and width of all tested 
models are consistent with YOLOv8n, where the version with the model suffix "n" is one-third 
the depth and one-quarter width of the original setting. The results of the experiment are 
shown in Table 6. 

In the comparative experiment, the performance of YOLOv3n and YOLOv5n is similar, and 
both are weaker than YOLOv8n. YOLOv6n is not optimized for small object detection and has 
the worst performance. Although YOLOv8n is superior to YOLOv5n in terms of model size and 
number of parameters, it performs better, although the advantage is not significant. The ASF-
YOLO [32] model for small-target cell segmentation performs weaker than YOLOv5n in small-
target detection tasks because its optimization direction focuses more on target segmentation 
rather than object detection. The latest YOLOv10 is a significant improvement in lightweighting, 
with nearly a quarter of the model size and number of parameters of YOLOv8s, but still inferior 
in accuracy and recall to YOLOv8. The improved FAS-YOLO model exhibits significant 
performance advantages while remaining lightweight. Although YOLOv8s has a higher network 
width, a model size of 24.1 MB, and a much higher number of parameters than FAS-YOLO, its 
precision, recall, mAP50, and mAP50-95 are 2.6, 3.5, 5.2, and 3.5 percentage points lower than 
FAS-YOLO, respectively. This fully demonstrates the performance advantages of the improved 
model FAS-YOLO. 
 

Table	6.	Improve model comparison experiments 

Model Model 
size/mb 

The number of 
parameters/106 Precision Recall mAP50 mAP50-95 

YOLOv3n 7.95 4.06 0.447 0.333 0.329 0.189 
YOLOv5n 5.03 2.50 0.442 0.337 0.332 0.181 
YOLOv6n 8.29 4.23 0.404 0.312 0.294 0.167 
YOLOv8n 7.5 3.01 0.447 0.339 0.334 0.187 
ASF-YOLO 5.08 2.52 0.436 0.341 0.33 0.186 
YOLOv8s 22.9 11.10 0.456 0.344 0.330 0.186 

YOLOv10n 5.8 2.71 0.434 0.336 0.333 0.191 
FAS-YOLOv8n 7.3 3.52 0.482 0.379 0.382 0.221 

4.6. Visual	comparison	of	inspection	results	

By carefully selecting image samples, we performed object detection experiments using the 
baseline model and the FAS-YOLO model to compare and analyze the detection performance of 
the two. As shown in Figure 6, FAS-YOLO exhibits higher detection confidence in a variety of 
scenarios and complex conditions. Specifically, it generates higher confidence scores for the 
target bounding box, and these scores are highly consistent with the actual target. At the same 
time, FAS-YOLO has made significant progress in reducing the rate of false detections and 
missed detections, which can accurately identify the vast majority of targets and effectively 
avoid misidentification of non-target areas. Even under the conditions of insufficient lighting or 
large shadow interference, the model still maintains a low missed detection rate, showing 
excellent robustness and detection performance. 
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(a) ground truth        (b) YOLOv8n        (c) FAS-YOLOv8n 

Figure	8.	Visual analytics 

5. CONCLUSION	

The detection of small targets from the perspective of UAVs usually faces the problems of 
insufficient accuracy, high missed detection rate and obvious false detection rate. To solve this 
problem, this paper proposes an improved small object detection model based on YOLOv8, 
named FAS-YOLO (Feature Attention Small Object Detection-YOLO). The model innovatively 
uses the FPSharedConv module to replace the traditional pooling method, which effectively 
retains the detailed information of small targets and enhances the feature extraction ability. 
Based on PAFPN, the SmallObjectEnhancePyramid feature pyramid structure was designed, 
and the feature expression of small objects was further strengthened without increasing the P2 
detection layer by fusing SPDConv convolution and CSP-OmniKernel. At the same time, the 
AFGCAttention attention mechanism was introduced to significantly improve the degree of 
attention to key targets. In addition, the improved Wise-Inner-MPDIoU loss function 
significantly improves the positioning accuracy of detection by optimizing the aspect ratio 
measurement. 

The experimental results show that FAS-YOLO performs well on the VisDrone2019 dataset 
and shows strong performance in the field of small target detection, providing an effective 
solution for efficient target detection in UAV scenarios. Future work will focus on improving 
the generalization capabilities of the model and optimizing operational efficiency, with a view 
to deploying it in a wider range of real-world applications. 
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